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On his first day in office, President Biden signed the historic Executive Order on Advancing Racial Equity and Support for Underserved Communities Through the Federal Government, recognizing that:

*Many Federal datasets are not disaggregated by race, ethnicity, gender, disability, income, veteran status, or other key demographic variables. This lack of data has cascading effects and impedes efforts to measure and advance equity. A first step to promoting equity in Government action is to gather the data necessary to inform that effort.*

This order was reinforced with the additional Executive Order, Further Advancing Racial Equity and Support for Underserved Communities Through the Federal Government, which solidifies the Administration’s commitment to racially equitable data practices across the federal government.

The focus on collecting demographic data is vital for racial equity work in health care entities, including the agencies that administer health care programs such as CMS, which administers Medicaid, CHIP, the healthcare.gov Marketplace, and Medicare. Agencies’ data collection policies and processes drive a multitude of decisions that affect people’s lives and well-being every day. The lens brought to those practices often determine the outcome. In the simplest terms, you cannot get the right answers if you do not ask the right questions. As the New York City Health Department has noted:

>*Data are a social construct, made for and by people, and the ways that data are collected and used in public health practice is an act of power with profound consequences.*

When these policies and processes ignore existing racial inequities and the systemic factors that drive it, even very rigorous evidence-based decisions can perpetuate harm and reinforce structural racism. Indeed, how data is collected and used can serve to deepen existing racial disparities and inequities. With the right insights and approaches,
racially equitable data strategies can also begin to close long standing and harmful gaps and serve as a key driver to advance racial equity.

To improve racial equity outcomes using data requires change at all levels, including data privacy approaches. Methods that balance access to data and preserve individual privacy have become an increasing concern as they generally do not explicitly consider racial equity. Without a racial equity lens, researchers can create unintended consequences by either needlessly hampering the utility of the data in significant ways or distributing privacy risks inequitably.

For example, according to the Migration Policy Institute, in 2019 only 4.7% of residents of Vermont were foreign born. And out of that 4.7% only 14.3% were Black, leaving the population of Black foreign born residents – many of them refugees – a very small population. Some data privacy and confidentiality methods would remove references to race or obscure more specific ethnicities or location to protect privacy. However, obscuring or removing reference to this population makes seeing and addressing the needs of that community far more difficult. Given communities of color especially those with lower incomes, are both underserved and more susceptible to privacy attacks, agencies, programs, and health care entities need strategies that both protect privacy and ensure that important racial equity outcomes can be achieved.

This paper discusses the current practices and policies of the Centers for Medicare & Medicaid Services (CMS) to protect individual privacy and prevent re-identification of individuals in its datasets. CMS needs administrative data, and in particular, demographic data, to monitor and address health equity in its programs. However, with advancing technology and access to information comes increased risks of re-identification. Particularly for those interested in targeting individuals—for fraud, discrimination, exclusion, or other negative purposes—combination of publicly available data with private datasets poses a threat to individual privacy. CMS must pay increased attention to the users of its data as well as the methods of protecting its data in order to uphold the integrity of its programs.

I. Data Utility vs. Risk of Disclosure

A tradeoff exists between data utility, that is, the usefulness of administrative data for functions such as service delivery, program management, research, and analysis, and the risk of re-identification, that is, the riskiness association with collecting, distributing, and analyzing data containing sensitive personal information. Administrative data can contain sensitive information on individuals, families, and organizations. Medicaid
applicants, for example, supply their full name, date of birth, sex, Social Security number, home address (street, city, county, state, zip code), mailing address, phone numbers (work and cell), email address, preferred spoken and written (other than English), plans to file federal income tax, tax status and name of spouse, names of tax dependents, whether claimed as a dependent on someone else’s taxes and the name of that person, pregnancy status, need for health care coverage, health condition and limitations on activities in daily living or residence in a nursing, citizenship status, veteran status, and immigration document numbers.\(^6\)

Demographic data, a subset of administrative data, can include collection of an individual’s race, ethnicity, language, sex, sexual orientation, gender identity, disability and age. Agencies use these data for program operations and monitoring. Health care providers, such as hospitals or clinics, need detailed information to maintain accurate records, measure quality of care, and provide proper treatment. Additionally, users of federal administrative data include researchers employed by for-profit businesses, public policy organizations, academic institutions, and federal, state, and local governmental agencies. These researchers seldom use the bulk of identifying information included in federal administrative data. However, some persons, organizations, and governments may wish to use this personally identifying information for illegitimate purposes.

Concerns about the collection of demographic data include the potential for re-identification, a privacy violation. Re-identification occurs when a data snooper (one who receives or uses data through inappropriate means) has successfully identified individual respondents in a dataset. Scholars Julia Lane and Claudia Schur posit: “[t]he harm associated with re-identification can be financial (disclosure might lead to denial of insurance coverage, job loss, or lack of job offer) and psychosocial (e.g., revelation of personal information leading to stigma in a social or work circle, or loss of reputation resulting in isolation or difficulty obtaining employment.”\(^7\)

**A. Conceptualization of Privacy Changes**

Consider the upward sloping lines in Figure 1. The line labeled “current method” represent the current set of policies and procedures for collecting, distributing, and analyzing administrative data. As data utility increases, the risk of disclosing personal identity increases. The point \(r_0 > 0\) indicates that there is an inherit risk in collecting sensitive data, even if the data are not distributed, analyzed, or intensely used for program management and oversight. The risk arises from the possibility that the data
may become the property of a data snooper or the persons with legitimate access and good intentions may accidentally use the data in an inappropriate manner.

The upward slope of “current method” occurs because as data become more useful, the risk of re-identification increases. Factors that increase data utility include:

- distributing the data across broad set of localities;
- distributing the data to a broad set of users;
- making it easy to identify and individuals within the data (especially when the individuals may occur multiple times);
- making it easy to identify the census block and other locational aspects of the data;
- making it easy to identify specific institutions within the data (especially when those institutions occur multiple times); and
- making it easy to merge the data with other datasets, including a wide variety of individual characteristics and socioeconomic outcomes, including a wide variety of characteristics of organizations and their personnel, etc.

But, increases in the quality and quantity of the components of data utility are also the same items that increase the probability of re-identification.

Figure 1. Hypothetical application of Duncan-Roehrig risk-utility confidentially map
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The disclosure threshold is \( r^* \), the maximally acceptable level of risk of re-identification. At all risk levels about \( r^* \), the benefit of data utility is less than the cost of re-identification: it is useful at this point to make changes in data distribution and usage. Suppose the current data utility - disclosure risk combination is \((u^*, r^*)\). Some data policies represent “unacceptable change,” they raise the level of disclosure risk for all levels of data utility – pushing the risk-utility line to the left. For example, merging Medicaid application data with census data, such as the American Community Survey, without making offsetting changes in data distribution and use is an unacceptable change. The merger of administrative data with survey data would establish a richer dataset, but it would also make it easier to re-identify individuals, families, and organizations.

There are other data policies representing an “improved method,” they lower or do not raise the level of disclosure risk for all levels of data utility – pushing the risk-utility line to the right. For example, merging Medicaid application data with census data, such as the American Community Survey, but removing Social Security numbers or other unique identifiers, or increasing the oversight and management of the distribution of and access to the combined data. This merger of administrative data with survey data establishes a richer dataset that also does not make it easier to re-identify individuals, families, and organizations. The remainder of this report discusses policies that facilitate improved methods of use of administrative data, that is, these are policies that increase data utility without increasing the risk of re-identification, moving from \((r^*, u^*)\) to \((r^*, u_1)\).

II. Methods that Balance Improved Administrative Data Utility with Decreased Risk of Disclosure

A. De-identification of Data

The Office for Civil Rights (OCR), U. S. Department of Health and Human Services, endorses de-identification of administrative data as a procedure to reduce the risk of disclosure without impairing utility.\(^8\) The “safe harbor method” (SHM) is one approach for de-identifying data. As described in the Health Insurance Portability and Accountability Act of 1996 (HIPAA) Privacy Rule, SHM removes identifiers of individuals, as well as their relatives, employers, or household members.\(^9\) Also, per the Privacy Rule for use and disclosure of protected health information, covered entities “must have no actual knowledge that the remaining information could be used to identify the individual.”\(^10\)
“Expert determination” is a second approach for de-identifying administrative data. Expert determination requires,

"A person with appropriate knowledge of and experience with generally acceptable statistical and scientific principles and methods for rendering individual information not individually identifiable: 1) applying such principles and methods, determines that the risk is very small that the information could be used, alone or in combination with other reasonably available information, by an anticipated recipient to identify an individual who is a subject of the information; and, 2) documents the methods and results of the analysis that justify such a determination."11

There is no specific credential required for determining an expert, though OCR reviews and evaluates credentials. There is no precise statistical measure for determining when the risk is very small. This determination is based on the opinion of experts with experience in data analysis and security.

B. Data with Small Numbers

Small numbers within a particular category of data substantially increase the risk of re-identification. It is imperative then to obfuscate the count number while preserving data utility. For example, a Medicaid claims dataset could list one individual of a particular race who received services at a particular provider. Were that information disclosed, it would be relatively easy to identify that individual based on the characteristics described. For populations, current CMS policy is to reveal data counts only when the number in the dataset is less than 11. When the count is between 1 and 10, CMS will obfuscate the data.12 When CMS does so, it also changes all rates and proportions that depend on that count.

Some states go further than CMS policy to protect privacy and prevent re-identification in Medicaid data. For example, the state of Washington further advises when the count is “unknown,” do not change that designation.13 It also instructs not to obfuscate the dataset when the number in it is zero, unless a zero in one cell reveals information about every other cell. For example, suppose a women’s health clinic is queried on the number of people utilizing the clinic during 2021 who did not have an abortion. In this case, reporting that zero patients did not have an abortion would indicate that 100% of the people using the clinic had an abortion. Anyone who knows or who had observed a person using the clinic would know her medical history on this procedure.
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Appendix A discusses several further methods for obfuscating numbers in datasets to protect the privacy of individuals, including suppressing the count of individuals in a particular category, “bottom-coding” and “top-coding,” and aggregating data.

**C. Public Use v. Restricted Use Data**

All CMS data are not equally accessible to the public. The most accessible files are Public Use Files (PUFs), that is, Non-Identifiable Data Files. PUFs are edited and stripped of all information that can re-identify individuals, such as names, demographic identifiers, phone numbers, income, Social Security numbers and addresses. PUFs are free and easy to download.

CMS offers users two methods for obtaining access to restricted data. Researchers may use the Virtual Research Data Center (VRDC) for timely, efficient, and cost-effective access to Medicaid and Medicaid administrative data. Academic researchers, innovators, and for-profit organizations are provided access to the VRDC through a virtual desktop. Further, researchers must be residents of the U. S., connect from a U. S. registered internet protocol address, and have a broadband internet connection. Reports and results of statistical analysis may be downloaded to a local computer. The VRDC satisfies all of CMS’s privacy and security requirements, and it provides access to Research Identifiable Files (RIF). Researchers may upload external data to their workplace to analyze with CMS data.

For-profit organizations and innovators are limited to using the VRDC, where all research is on-site, but academic users have a physical data option – they can access a Limited Data Set (LDS) if they complete a data use agreement (DUA). LDS files contain beneficiary level protected health information, information that a data snooper may wish to use to re-identify beneficiaries. (See Appendix B for a comparison of identifying information contained in each dataset).

Research Identifiable Files (RIFs) are the most restricted data. RIF contain beneficiary level protected health information (PHI). Researchers seeking to use RIFs must complete a DUA and have their request for data reviewed by CMS’s Privacy Board. The organization sponsoring the researcher or innovator must submit a detailed self-attestation questionnaire that is based on the CMS Acceptable Risk Safeguards. Furthermore, “the RIF DUA is created for a distinct project, and only the work described in the RIF request materials is allowed under that DUA.”
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Table 1. Overview of file difference by privacy level

<table>
<thead>
<tr>
<th>Requires Privacy Board Review?</th>
<th>PUF</th>
<th>LDS</th>
<th>RIF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Requires a Data Use Agreement?</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Files include beneficiary-level data?</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Researchers may request customized cohorts (e.g. Breast cancer patients residing in MA)?</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Data can be linked at beneficiary level to non-CMS data using a beneficiary identifier?</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Claim run off period</td>
<td>NA</td>
<td>Annual file: 6-month run off</td>
<td>Annual file: 12-month run off</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Quarterly file: 3-month run off</td>
<td>Quarterly file: 3-month run off</td>
</tr>
</tbody>
</table>

Source: Siedelman, (2016), Table 1. National Provider Identifier (NPI)/Unique Physician Identification Number (UPIN).

CMS data can be combined with other public health data to produce more useful information about access, service delivery, enrollment, outcomes, and more. The National Center for Health Statistics (NCHS) offers public use files that may be downloaded from the Centers for Disease Control and Prevention downloadable public-use data files through the Centers for Disease Control and Prevention’s (CDC) FTP server. Additionally, 70 public use files are available for free from the Inter-university Consortium for Political and Social Research, Institute for Social Research, University of Michigan. NCHS public use files have general data use restrictions, but users are not required to file a data use agreement.

NCHS survey data have been linked to the research-oriented Medicaid files that consist of demographic and eligibility information as well as information about individuals’ inpatient care, institutional long-term care, pharmacy services, and other services. These linked data files are accessible only through the NCHS Research Data Center (RDC). All interested researchers must submit a research proposal to the RDC to obtain access.
D. Mergers with Private Data: Genealogy, DNA Testing, and Federal Data

In addition to administrative data, such as CMS data discussed above, the confluence of many proprietary datasets with sensitive financial, health, and other information on millions of Americans has elevated the risk of disastrous re-identification. Consider several data breaches that have occurred during 2017 – 2022. There are no reported Medicare or Medicaid data breaches; yet, there was a significant breach of Health Insurance Marketplace data on October 16, 2018. Data snoopers obtained the names, dates of birth, addresses, last four digits of the Social Security number, expected income, citizenship status, employer name, and other highly sensitive information for 93,689 applications from Healthcare.gov.

Information Collected on the Healthcare.gov Marketplace Application

- Name, date of birth, address, sex, and the last four digits of the Social Security number (SSN), if SSN was provided on the application;
- Other information provided on the application, including expected income, tax filing status, family relationships, whether the applicant is a citizen or an immigrant, immigration document types and numbers, employer name, whether the applicant was pregnant, and whether the applicant already had health insurance;
- Information provided by other federal agencies and data sources to confirm the information provided on the application, and whether the Marketplace asked the applicant for documents or explanations;
- The results of the application, including whether the applicant was eligible to enroll in a qualified health plan (QHP), and if eligible, the tax credit amount; and
- If the applicant enrolled, the name of the insurance plan, the premium, and dates of coverage.

Many private companies now hold large swaths of consumers’ health information, and that information is no more or less susceptible to breach. For example, several recent high-profile breaches of DNA testing databases resulted in the disclosure of personally identifying health information, financial information, and demographic information.

The damage caused by data leaks and data breaches is only amplified by the combination of public and private datasets. Malevolent merging of health care data with other datasets is a nightmare scenario that would result in the disclosure of the most personal and sensitive details of an individual’s life. Particularly where demographic data is involved, piecing together information from various datasets has the potential to “out” someone who is LGBTQI+, disclose immigration status, or reveal details of an individual’s functional status. Sophisticated data snoopers, have the capacity to execute this nightmare scenario: for example, Equifax is among the three largest credit
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reporting agencies in the U.S. Between May and July 2017, the company experienced a
data breach impacting 147 million people. Data snoopers obtained "names, home
addresses, phone numbers, dates of birth, Social Security numbers,...driver’s license
numbers...[and] credit card numbers of approximately 209,000 consumers." The
combination of the Equifax dataset with even publically available datasets, like public
Medicaid data or data from the American Community Survey, could result in malevolent
re-identification and targeting of individuals.

III. Striking the Balance: Promoting Racial Equity and Privacy Practices
in CMS Datasets

Thus far, we have discussed only “how” CMS and other agencies use various policies
and procedures to protect the privacy of individual persons. It is self-evident that
administrative data should have such procedures. Health care data contain considerable
confidential information: doctor summaries of a patient’s mental and physical state,
prescriptions, specific conditions, genetic disposition for certain diseases, and more.
Researchers and program administrators need demographic information such as race,
gender identity, and so forth to study health care access, outcomes, and experiences.
In many cases, such as high-level analysis of care quality, cost, or outcomes, this
information can be preserved while protecting the identity of the particular persons
associated with each set of conditions, outcomes, and analyses.

A. Demystifying De-identification: The Racial Equity Analysis

Publicly exposing the identity of individuals and their specific health care data to
individuals beyond the patient’s insurer, provider, or network has several negative
consequences: humiliation and invasion of privacy for individuals with sensitive health
care issues; predation by insurance companies; legal and political harassment for
persons seeking care that is at variance with the religious views of others (such as
abortion, birth control, or blood transfusions); discrimination by employers; and
harassment of individuals who have or have not taken up a particular therapy, for
example, COVID vaccines.

All these scenarios are compounded by systemic racism. Race has historically been a
factor in excluding people from access to coverage and care. The effects of that
exclusion persist in policies that do not explicitly take race into account when designing
equity interventions.
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Privacy controls can protect against these negative effects with virtually no impact on research or program administration. Where researchers seek to understand differences and disparities experienced by different racial and ethnic groups, this analysis can generally be completed with fully de-identified data. As discussed in Part II.A, de-identifying data includes removing personally identifying details such as name, birthdate, and other non-relevant details to prevent individual subjects from being identified. De-identification does not restrict program administrators’ or researchers’ ability to use administrative and demographic data for examination of program quality, even for evaluation that requires access to demographic details, such as the examination of racial equity issues. De-identification does not remove race or other important demographic information, but simply makes it difficult to connect that information with the identity of a specific individual. In the event that analysis of differences by race, preferred language, disabilities, or other demographic categories requires information that may be used to re-identify individuals (and that will be very rare), researchers must use restrictive use data instead of public use files (See Part II.B, above).

In part, racial equity is advanced by improving visibility of demographic information in data; the risks of collecting and using that information in program research and evaluation lie in the mishandling of that data. Failure of administrators to protect privacy by preventing data breaches and data leaks sets back research advancements by fueling data skepticism and reluctance to share information. This in turn may result in limitation of information available for analysis to much less useful, older data. On the contrary, proper de-identification measures allow programs, researchers, advocates, and the public to safely access and analyze data, including demographic differences and inequities, and use that data to advance racial equity.

**B. Race, Racism, and Data Privacy**

Should CMS collect and report data on the racial identity of individuals? Arguably, including the racial identity of persons in CMS data increases the risk of re-identification. Yet, including racial identity increases the utility of the data for public policy analysis, program administration and service, and health equity analysis; addressing issues of racial equity in health and the socioeconomic determinants of health becomes extremely difficult without racial identifiers for persons within health datasets.

The relative costs, benefits, and risks of including race are being discussed by various groups within the US and other countries. For example, France has a “color-blind” policy.
of data collection and public policies. Scarred by the racism of Vichy France during War World II, France in 1978 outlawed “the collection and computerized storage of race-based data without the express consent of the interviewees or a waiver by a state committee. France therefore collects no census or other data on the race (or ethnicity) of its citizens.” Instead, France uses “geographic or class criteria to address issues of social inequalities,” while also aggressively targeting hate speech. Compared to the US, France is less aggressive on racial discrimination in “jobs, housing, and in provision of goods and services.” The Colombian national census omitted references to race during 1918 – 1993. Until 2020, Mexico omitted racial identity from its national census. Both Mexico and Colombia emphasized “mestizaje,” the notion that the nation has a unified mixed-race population (chiefly, Spanish and Indigenous) of many colors and that racial distinctions were divisive and unnecessary. The Mexican and Colombian approaches to collecting data on race de-emphasize structural racism, while the French approach suggests that structural inequalities flowing from class and geographic location are suitable proxies for addressing racism without collecting information on race. Yet in all those countries, just as in the United States, there are pervasive and damaging racial inequities.

The U.S. approach towards collecting racially disaggregated data has the potential to confront race more honestly and address disparities. It often (but not always) emphasizes collecting and reporting the racial identity of persons, acknowledging that race is a factor in almost every life outcome. This has the advantage of allowing data users to document the nature and extent of racial inequality in health outcomes and access to alternative dimensions of health care. It allows users to examine intertemporal trends and spatial variations in health care quality across and within racial groups. Assessing the extent of progress in addressing racial equity requires quantitative assessment, using representative large sample microdata with direct measures of racial identity.

Both identifying race and de-identification strategies for privacy overall are essential to equitable outcomes. The U.S. has a long and well documented history of racial discrimination, racial injustice, and unethical racial experiments. Cognizant of this history, Professor Anita L. Allen synthesizes three sets of issues where data snoopsers might use information on the racial identity of individuals to violate individual privacy: first, discriminatory oversurveillance – targeting Black individuals for “fraud, waste, and abuse;” second, discriminatory exclusion – excluding services and institutions used by Black individuals; and, third, discriminatory predation – including Black individuals in wasteful and harmful programs.
Discriminatory oversurveillance in health programs is analogous to racial profiling by police, wherein Black citizens are excessively stopped, searched, and charged relative to otherwise identical white drivers. Program oversight requires programs like Medicare, Medicaid, and CHIP to prevent waste, fraud, and abuse. However, an analysis of Medicare fraud investigations demonstrates disproportionate auditing of providers that serve communities of color, resulting in a poorer or reduced level of service.\textsuperscript{39} Discriminatory exclusion means that communities of color are unfairly excluded from Medicaid and CHIP by way of limited access to services and programs to which they are entitled.\textsuperscript{40} Finally, discriminatory predation means that data snoopers use racial identification information to target particular groups of Medicaid and Medicare providers and patients for fraudulent activities.\textsuperscript{41}

Including racial identity information within CMS data has great benefits to advance racial equity. But there are potential costs without adequate protections in place—excessive surveillance, racial exclusion, and racial predation—and these costs should be included in evaluating systems of data collection, maintenance, and distribution.

**C. Nightmare Scenario: Racial Predation using Public and Private Datasets**

Current CMS policies for use of administrative data are well designed to protect privacy concerns when the data are used by traditional users, \textit{i.e.}, academic and policy researchers, program administrators, and covered agencies. Moreover, in addition to the specific policies and procedures some traditional data users have strong incentives to avoid re-identification of persons in the data. For example, a university faculty member may be subject to loss of tenure for serious abuses of privacy procedures associated with the use of administrative data.

Notwithstanding these policies, current privacy procedures may be lagging behind the potential threats arising in data mergers of large private datasets with CMS administrative data. Private datasets often include detailed personal and family income that may be merged with the demographic and other information in CMS data, resulting in re-identification and use of individual information for nefarious purposes. This is a “nightmare scenario” for persons concerned with protecting individual privacy.

Consider Ancestry Corporate, a multinational proprietary family research corporation, consisting of a dozen brands. Its primary brand, Ancestry.com, is an online database for genealogical research, allowing millions of customers’ access to billions of historical documents. Customers are able to create and store extensive family trees linked to historical documents and other family trees. Trees contain complete names,
contemporary and past residential locations, dates of birth and death, gender, place of birth and death, and whether the person is currently living or deceased for each person listed in the tree. AncestryDNA is a separate but interrelated brand. This is a DNA testing service that maintains a database of DNA results. Users of this service have the option of allowing Ancestry to locate relatives by matching their DNA results against others in their enormous database. This is very helpful for locating previously unknown relatives and verifying relatives whose familial relationship was questioned.

The demographic, biographical, and locational information contained with the Ancestry data, that is, Ancestry.com and AncestryDNA, are sufficient to obtain high quality re-identification matches with Medicaid applicants without the use of Social Security numbers or similar individual identifiers. In particular, for each person in a family tree, the Ancestry data has the person’s complete name, gender, whether alive or dead, birth and death dates, and places of birth and death, along with similar information on their spouse, children, siblings, parents, and many other relatives. Additionally, Ancestry trees often contain information on race, citizenship status, military service, country of origin for immigrants, phone numbers, current and past residential addresses, marriage dates, school attended, and pictures. Re-identification could occur if the Ancestry data are matched with Medicaid applicant information: full name, date of birth, gender, location (street, city, county, state, zip code), mailing address, phone numbers, name of spouse, names of tax dependents, citizenship status, veteran status, and immigration records.

Merger of Ancestry and Medicaid data would create a file of millions of persons with substantial biographical, demographic, locational, genetic, and health information. There is a long list of persons, organizations, and agencies that might be interested in such information: insurance companies, police and intelligence agencies, criminals, foreign governments, advertising companies, data snoops, and more. There is a high probability of such a merger given the relative openness of Ancestry data and access to Medicaid application and other administrative files.

IV. Summary and Discussion

Medicaid administrative data are used for program management, service, analysis, research, and other useful activities. A tradeoff exists, however, between data utility and the risk of re-identification, the former needed for racial equity solutions and the latter to prevent harm. When re-identification occurs, previously anonymous individuals and families are identified, potentially along with their personal information, medical history, financial information, and identifiers that link them to many other survey and
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administrative datasets. Successful data snoopers may cause a variety of injuries: denial of insurance coverage, job loss, or lack of job offer; revelation of personal information leading to stigma in a social or work circle, or loss of reputation resulting in isolation or difficulty obtaining employment. \(^{42}\) Given stigma, joblessness, insurance and access and more are core features of systemic racism, data privacy is a core racial equity concern.

Researchers, policy makers, and program managers may use administrative data to improve the health and wellbeing of citizens. Optimizing the utility of administrative data requires increasing the usefulness of the data for positive purposes without increasing the risk of re-identification. De-identification of administrative data is one policy for reaching this goal. De-identification removes identifiers of individuals, as well as their relatives, employers, or household members. A second policy is to obfuscate and aggregate observational counts within a cell when the count is so small that it substantially increases the risk of re-identification. CMS must take care to balance use of these protective measures so as not to remove or make hidden underserved populations, reducing the utility of the data for racial equity. Instead, CMS should apply a racial equity lens to collecting demographic data, choosing tactics that allow visibility for racial differences while ensuring appropriate restrictions on use and de-identification measures are taken.

CMS and other custodians of administrative and survey data recognize that data users have diverse interest in accessing data. Accordingly, there are public use files and restricted access files. Public use files have the fewest restrictions on use. Further, the data in public use files are strongly de-identified, small cell counts have been concealed, and other measures have been taken to substantially reduce the risk of re-identification. Restricted access files carry a greater risk of re-identification and, therefore, have more limited access than public use files. For example, restricted access files may require: a data use agreement for the individual user and the affiliated organization; utilization of the data only at secure physical or online sites; licensing of users; various measures to secure the data if it is being used outside of a secure site; data inspectors; and, even sub-dividing restricted access data to more or less restricted files, for example, the distinction between Limited Data Sets (very restrictive) and Research Identifiable Files (the most restrictive files).

Finally, it is important to consider that data breaches by sophisticated snoopers can produce a nightmare scenario – merging CMS data with other types of sensitive data such as credit bureau reports, DNA data, and genealogical data. Data breaches of greater or lesser severity have occurred for each of these data sources. The possibility of preventing the nightmare scenario should be a high priority for CMS.
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V. Conclusion

Erasing race from data by aggregating or completely removing racial data severely compromises its utility to advance racial equity. Traditionally some federal agencies limit the risk of breach of privacy by suppressing or not releasing data and distorting the representation on communities of color, but such data restrictions cause unintended harm. This can lead to a disconnect between stated goals and the impact on communities.

Curators of data, including CMS, should embrace innovation on safely expanding access to confidential data. For example, the Urban Institute and the Brookings Institute have developed a privacy-preserving methodology with the IRS Statistics of Income Division that can be explored for other agencies. Agencies need support to innovate and capacity to develop racial equity strategies that maintain a deep commitment to data privacy. Both of the Biden-Harris Administration’s Executive Orders on Advancing Equity identified data strategies and consultation with impacted communities as high priorities. These two priorities are inextricably linked. In order to develop responsive data strategies that both meet needs and protect privacy, ongoing consultation with communities of color is essential to gauge the actual experiences and impacts that the current gaps in data still obscure. Agencies have a historic opportunity to reshape one of the most important governing tools for justice in our arsenal: racially equitable data strategies that close gaps and keep communities safe.

Appendix A

Examples

Consider Table 2, which provides the hypothetical age distribution for a small town where N = 1,801. There are 6 infants and toddlers (0 – 3 years of age) and 9 pre-school age children (4 – 5 years of age), representing 0.33% and 0.50% of the population, respectively. Similarly, there are 6 persons 95 – 98 years of age (0.33% of population) and 1 person 99 years of age (0.06% of the population).

Aggregate population data (if possible) to limit the need to suppress cell counts. Use secondary suppression as needed to prevent recalculation of cells through subtraction. Use top-coding and bottom-coding to protect the identity of individuals with uniquely high or uniquely low ages. With bottom-coding, all infants, toddlers, and pre-schoolers are assigned
an age of 5 and the cell numbers and percentages are aggregated for persons 0 – 5 years of age. With top-coding, all persons 86 years of age and above are assigned an age of 86 and the cell numbers and percentages are aggregated for persons 86-94, 95-98, and 99 years old.

<table>
<thead>
<tr>
<th>Original coding</th>
<th>Top- and bottom-coding</th>
<th>Collapse cells</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 – 3</td>
<td>6</td>
<td>0.33%</td>
</tr>
<tr>
<td>4-5</td>
<td>9</td>
<td>0.50%</td>
</tr>
<tr>
<td>6 – 12</td>
<td>125</td>
<td>6.94%</td>
</tr>
<tr>
<td>13 – 17</td>
<td>200</td>
<td>11.10%</td>
</tr>
<tr>
<td>17 – 25</td>
<td>290</td>
<td>16.10%</td>
</tr>
<tr>
<td>26 – 35</td>
<td>324</td>
<td>17.99%</td>
</tr>
<tr>
<td>35 – 55</td>
<td>350</td>
<td>19.43%</td>
</tr>
<tr>
<td>56 – 75</td>
<td>277</td>
<td>15.38%</td>
</tr>
<tr>
<td>76-85</td>
<td>125</td>
<td>6.94%</td>
</tr>
<tr>
<td>86 – 94</td>
<td>88</td>
<td>4.89%</td>
</tr>
<tr>
<td>95 – 99</td>
<td>6</td>
<td>0.33%</td>
</tr>
<tr>
<td>99</td>
<td>1</td>
<td>0.06%</td>
</tr>
</tbody>
</table>

Collapsing of cells is another strategy for preventing re-identification because of small numbers. In this case, the two lowest age groups are combined to produce a 0 – 5 age group and the three highest age groups are combined to produce an 86 – 99 age group.
Table 3. Distribution of ages for small town: minimal suppression

<table>
<thead>
<tr>
<th>Age</th>
<th>N</th>
<th>Perc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 – 3*</td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>4-5</td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>6 – 12</td>
<td>125</td>
<td>6.94%</td>
</tr>
<tr>
<td>13 –</td>
<td>200</td>
<td>11.10%</td>
</tr>
<tr>
<td>17</td>
<td>200</td>
<td>11.10%</td>
</tr>
<tr>
<td>18 – 25</td>
<td>290</td>
<td>16.10%</td>
</tr>
<tr>
<td>26 – 35</td>
<td>324</td>
<td>17.99%</td>
</tr>
<tr>
<td>36 – 55</td>
<td>350</td>
<td>19.43%</td>
</tr>
<tr>
<td>56 – 75</td>
<td>277</td>
<td>15.38%</td>
</tr>
<tr>
<td>76-85</td>
<td>125</td>
<td>6.94%</td>
</tr>
<tr>
<td>86 – 94</td>
<td>88</td>
<td>4.89%</td>
</tr>
<tr>
<td>95 – 98</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>99</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>Total</td>
<td>1801</td>
<td>100%</td>
</tr>
</tbody>
</table>

Table 3 maintains all age ranges. But, for cells with small numbers replace both the numbers and the percentages with “*.” Failure to replace the percentages with a “*” will allow data snoopers to re-establish the age groups for each of the cells with small counts.
Table 4 shows why it is sometimes necessary to have secondary suppression. For each racial group, there are small counts for toddlers, infants, and pre-school children. There are 15 children in these age groups, but a minimal age group of 0 – 5 would have an unacceptable risk of re-identification; there would be \(1 \leq n \leq 10\) for each racial group, even though the total count is 15. Collapse of the three lowest age groups to create a 0 – 12 age group with 140 total observations and \(n \geq 11\) for each racial group.

Similarly, there are 7 persons (all white) in the two highest age groups and 95 persons in the three highest age groups. One strategy is to collapse the two highest age groups to a single 86 – 99 age group and to replace the Other count and percent with "*". This strategy does not sufficiently reduce the risk of re-identification for Other persons. There are multiple ways...
to figure out that there are 7 persons in this cell, for example, total – White cell count – Black cell count. Although it reduces information, the best strategy is to create a 76 – 99 maximal age group; each cell will have $n \geq 11$ and thereby sufficiently reduce the risk of re-identification.

### Appendix B

#### Table 5. Variable differences between RIF and LDS files

<table>
<thead>
<tr>
<th>Variable</th>
<th>File</th>
<th>LDS</th>
<th>RIF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unique Beneficiary Identifier</td>
<td>Claims &amp; Enrollment files</td>
<td>Encrypted identifier</td>
<td>Encrypted identifier</td>
</tr>
<tr>
<td></td>
<td>MedPAR</td>
<td>No identifier</td>
<td>Encrypted identifier</td>
</tr>
<tr>
<td>Health Insurance Claim or Social Security Number</td>
<td>Claims &amp; Enrollment files</td>
<td>Not included in file</td>
<td>Included as add-on with special permission only</td>
</tr>
<tr>
<td>Dates (MM/DD/YYYY)</td>
<td>Claims files</td>
<td>Included as of CY2010</td>
<td>Included</td>
</tr>
<tr>
<td></td>
<td>MedPAR</td>
<td>Quarter and year only</td>
<td>Included</td>
</tr>
<tr>
<td>Claim from date</td>
<td>Claims files</td>
<td>Not included</td>
<td>Included</td>
</tr>
<tr>
<td>Claim through date</td>
<td>Claims files</td>
<td>Included</td>
<td>Included</td>
</tr>
<tr>
<td>Beneficiary Zip Code</td>
<td>Claims &amp; Enrollment files</td>
<td>County and state</td>
<td>Included</td>
</tr>
<tr>
<td></td>
<td>MedPAR</td>
<td>State only</td>
<td>Included</td>
</tr>
<tr>
<td>Beneficiary Date of Birth</td>
<td>Claims, MedPAR &amp; Enrollment files</td>
<td>Not included. Age year or age range</td>
<td>Included</td>
</tr>
<tr>
<td>Date of Death</td>
<td>Enrollment files</td>
<td>Included, for validated dates of death only</td>
<td>Included</td>
</tr>
<tr>
<td>NPI/UPIN for person level provider</td>
<td>Claims files</td>
<td>As of 2013, the real NPI is included</td>
<td>Included</td>
</tr>
<tr>
<td></td>
<td>MedPAR</td>
<td>Not included</td>
<td>Not included</td>
</tr>
<tr>
<td>Facility provider number</td>
<td>Claims files &amp; MedPAR</td>
<td>Included</td>
<td>Included</td>
</tr>
<tr>
<td>Variable</td>
<td>File</td>
<td>LDS</td>
<td>RIF</td>
</tr>
<tr>
<td>-------------------</td>
<td>-----------------------</td>
<td>-------</td>
<td>-------</td>
</tr>
<tr>
<td>NPI of the facility</td>
<td>Claims files &amp; MedPAR</td>
<td>Included</td>
<td>Included</td>
</tr>
</tbody>
</table>

Source: Siedelman, (2016), Table 2. For 2005-present, “MEDPAR files contain information for 100% of Medicare beneficiaries using hospital inpatient services. The following fields are furnished: total charges, covered charges, Medicare reimbursement, total days, number of discharges and average total days.”
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